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1 Introduction 
 
In the increasingly competitive construction materials market, concrete 
aesthetics have become a significant factor.  The architectural flexibility 
available through colour becomes attainable with the use of white 
cements which, when suitably treated to limit adhesion of dirt or biofilm 
growth, can, either by themselves, or when incorporating coloured 
pigments, provide durable aesthetics. A white concrete substrate offers 
wider colouring opportunities than conventional concretes so it is 
important that colouration during white cement manufacture is 
inhibited. Usually it is the unavoidable presence of iron that is 
responsible for the faint yellow colouration typically observed in white 
cements. The actual colour and its intensity depend on the amount and 
chemical condition of iron, that is, its oxidation state, stereochemistry, 
and the nature of next or near-next atoms. Here we consider these 
factors and how they can be interchanged or modified to improve the 
control of colour in cement making. 
 
A material is coloured if it absorbs electromagnetic radiation in the 
wavelength range corresponding to visible light (approximately 400 nm 
to 700 nm, or 25,000 cm-1 to 14,000 cm-1). The observed colour is 
complementary to that absorbed, i.e. the observer sees light (colours) 
of wavelengths not absorbed by the material. The intensity (or depth) of 
colour is related to the intensity of absorption, which in turn is related to 
the concentration, c in mol/L, of the absorbing species, its absorbing 
efficiency (or molar absorptivity, ε) and l, the path length (the distance 
travelled by the light through the material). This relationship is 
expressed by the Beer Lambert law: 
 

Absorbance = cεl    (Eq. 1) 
 

The significance of the oxidation state of iron to the colour of clinker is 
evident from the absorption spectra for iron [1-3]. Fig. 1 shows that 
absorption due to ferric ion in an iron-doped Na2O-CaO-MgO-SiO2 
glass, a matrix with a chemically similar environment to that of a 
cement clinker, will lead to colouring of the glass (as light with 
wavelengths in the visible range is absorbed), but absorption due to the 
ferrous ion does not affect the colour because this mainly occurs 
outside the visible range (in the infra-red and in the ultra violet regions 
of the spectrum with little intrusion into the visible region).  
 
 



visible 

Fig. 1. Absorption spectrum of Fe-doped 
Na2O-CaO-MgO-SiO2 glass (solid line) 
indicating (1) multiphonon edge, (2) 
hydroxyl ion, (3) ferric ion, Fe3+, (4) 
ferrous ion, Fe2+, and (5) L-centre edge 
contributions (modified from [1]).

The concentration of iron in 
most white Portland cement 
clinkers is low (typically only a 
few wt.%) but this is sufficient to 
impart a weak discolouration to 
the clinker making control of 
whiteness a technological 
challenge. The focus is 
therefore on absorption 
energies and molar absorptivity 
(from Beer Lambert), both of 
which are characteristics of 
bonding environments in the 
material. The structure and 
bonding of cement minerals are 
in turn, conditioned by the 
processing conditions in the 
cement kiln so, in principle, 
there would appear to be a 
theoretical basis for 
conditioning colour in cement 
clinkers by manipulating 
bonding characteristics in 
clinker phases. 
 

 
1.1 Absorption of light in solids 
The various mechanisms for absorption of light in the visible region of 
the electromagnetic spectrum (and hence the development of colour) 
involve electronic transitions between electron orbitals surrounding 
metal ions and ligands. These transitions are subject to selection rules 
(which take account of quantum parameters such as angular 
momentum and spin). For transition metal compounds (including iron-
substituted calcium silicates and/or aluminates), the metal environment 
is analogous, but not identical, to that obtained in aqueous complexes, 
i.e. octahedral or tetrahedral co-ordination by oxygen atoms. The 
principal difference is that essentially, aqueous complexes are isolated 
structural units in which electronic structures can be described by 
discrete energy levels whereas in the extended structure of a solid, 
bonding characteristics are influenced by neighbouring environments 
due to overlapping electronic orbitals from one ‘structural unit’ to the 
next. For example, the octahedral aqueous complex, [Fe(OH2)6]2+, 
provides a single FeO6 arrangement but in the solid, the oxide ions are 
shared with co-ordinating cations (not necessarily Fe2+) in adjacent 
structural units.  
 



The many Fe2+-O2-, Fe2+-Mn+, O2-- O2- interactions lead to a large 
number of molecular orbitals (bonding and antibonding) of energies so 
close to each other that they are represented by continuous bands – 
see Fig. 2. This is the origin of the band theory of solids in which the 

valence band corresponds to the lower-energy bonding orbitals 
(essentially of ligand character) and the conduction band comprises the 
higher-energy antibonding orbitals (principally of metal character). In 
the case of coloured solids (of transition metal compounds), the 
persistence of metal d-orbitals allows the possibility of d-d transitions. 
 
These d-d transitions are intrashell (i.e. they occur within the electronic 
structure of the atom or ion). They are however, Laporte-forbidden 
(selection rule related to orbital symmetries) so absorption intensity is 
weak (molar absorptivity, ε < 100). The Laporte rule can be relaxed by 
vibrational effects, by the introduction of more covalency in the metal 
ion–oxygen bond, and by reducing complex symmetry. For example,  
[Co(OH2)6]2+

(aq) has a weak pink colour whilst [CoCl4]2-
(aq) is deep blue 

(ε increases by a factor of 10 to 100). Spin-forbidden transitions are 
more restrictive and correspond to much lower ε values.  
 
While there is not yet sufficient evidence to discount d-d transitions as 
the cause of the weak colouration of the cement, this weakly absorbing 
process would nevertheless have minimal effect when the colourant 
(Fe) is present in only low concentrations. Therefore, it is necessary to 
investigate alternative explanations for the colour effects in cement. 
  

 
Fig. 2: The effect of decreasing M-A bond lengths in octahedral MA6 units in the 
formation of (a) an aqueous complex and (b) a simple solid, reproduced from [4]  



 
Fig. 4: Possible charge transfer 
transitions in a solid. Note the 
difference in transition energies 
(compared with  d-d) 

More intense light absorption arises from various charge transfer (CT) 
processes. These are electronic transitions from ligand to metal, metal 
to metal (inter metal due to close proximity) or metal to ligand 
transitions and are unlike d-d transitions which are sited on a single 
atom or ion. An example is given for the chromium III ion in Fig.3 
(together with the d-d bands). For solids, rather than discrete complex 
ions, it is often useful to refer to the energy band model. The CT 
transitions are usually between the valence band (filled σ and π orbitals 
of ligand character) and either the metal d-orbitals situated in the band 
gap or the empty antibonding orbitals situated in the conduction band 
(Fig. 4) and involve higher energies than d-d transitions (Fig. 3). Their 
higher ε values (several thousand compared to intrashell transitions) 
arise because the transitions are Laporte-allowed; a well-known 

examples is [MnO4]- from which the intense purple colour is derived 
from an O2- (ligand) to Mn7+ (metal) transition (ε = 2,400 l.mol-1.cm-1).  
 
Commonly, CT transitions correspond to UV energies and therefore do 
not contribute to colour in the solid. However, where the CT transition 
energies extend into the visible range, intense colours can be observed 
just as in the case of potassium permanganate, and aqueous Fe3+ 
solutions (yellow). The charge transfer energy is a feature of the 
tightness of binding of the electron in the region of the metal-ligand 
bond, a characteristic which defines orbital energies and consequently 
the band structure for a complex or solid. In oxide systems, the orbitals 
associated with the oxide ion correspond to energies in the valence 
band but unlike most other ligand systems, the energies associated 
with the oxide ion orbitals are variable and strongly dependent on the 
oxide system concerned. This means that the band structure in oxide 
systems is correspondingly strongly dependent on composition. This 
variability in orbital energy reflects variability in the electron binding 
potential and it is necessary to pursue the concepts of electronegativity 
and polarisability in order to obtain a quantitative appreciation of the 
factors which influence colour in oxidic systems. 
 
 
 

Fig. 3: UV-vis spectrum showing CT 
peak intensity (at 50,000 cm-1 and d-d
absorbances below 35,000 cm-1 for a 
solution containing hexaammine 
chromium (III) [5]. 



1.2 Electronegativity and Polarisability. 
The strength of interaction between two bonding species is related to 
the difference in their electronegativities (i.e. their tendancy to bind 
electrons). In fact, Pauling used formation enthalpies to derive his 
original electronegativity scale. Examination of thermochemical data for 
oxides systems however shows that oxygen (almost uniquely) does not 
have a fixed electronegativity. An empirical relationship between oxide 
ion electronegativity (xo) and that of the co-ordinating cation (xM), valid 
for a range of oxides [4], is given by: 
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M
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x    [Eq. 2] 

This variation in electronegativity also correlates with variable effective 
charge on the oxygen in different oxide systems. It can be shown that a 
charge approaching –2 is found only in oxides with the most 
electropositive metals, e.g. K2O.   
 
These variable characteristics of the oxide ion can also be directly 
observed from electronic spectra. Optical electronegativity, χopt, more 
closely reflects the bonding (ionic as well as covalent character) in 
complexes, due to its origins in established molecular orbital energy 
structures, and is obtained for individual ions from the lowest energy 
CT absorption frequency, ν 

νmax(CT)  = 30,000(χopt(cation)-χopt(anion)) [Eq. 3] 
 

so that χopt(cation) can be calculated from ν for a complex provided 
χopt(anion) is known (and vice-versa). An analogous situation exists for 
solid compounds where, this time, the band gap, Eg is related to χ*opt: 

 
Eg = 3.72[χ*opt(cation)-χ*opt(anion)]  [Eq. 4] 

 
Slight differences can be found for χ*opt compared with χopt derived 
from spectra of aqueous complexes but these are not great and can be 
considered to be approximately equal. [If d-d spectra are observed in 
solids, one must consider the position of d orbitals in the band gap 
(Figs. 2 and 4) and the occupancy of the various orbitals.] Although 
various corrections may be required to accommodate electron spin 
pairing energies for an electron entering already singly occupied 
orbitals, the variable optical electronegativity of the oxide ion can be 
readily observed from spectral data on oxide systems and an equation 
analogous to [Eq. 2] can be obtained with χ*opt replacing x, for the 
same range of oxides (i.e. excluding those in which metal configuration 
does not correspond to Group 0). This variation in x, χopt and χ*opt also 
extends to polarisability (distortion of the electron charge cloud) of the 
oxide ion, αO, which in turn influences the oxide ion’s ability to act as 
an electron pair donor (Lewis base). All of these factors reflect the 
relative ‘floppiness’ of electron density around the oxide ion and this is 
strongly influenced by the polarising power of co-ordinating cations. 
The stronger the cation influence, the more polarised the electron 



density becomes. The polarising ability of the cation is related to it 
positive charge density: 
 

ξ=z2/d    [Eq. 5] 
 
where z is the nuclear charge and d is the ion diameter. Consequently, 
the effect of various ions on the polarisability of the oxide ion can be 
illustrated by the following example (see Fig. 5): 

 

2 Relevance to Cement Systems 
In binary oxide systems, the polarisation of the oxide ion is influenced 
by two cations, e.g. in dicalcium silicate, the Ca2+ and the Si4+ ions 
have different interactions with the oxide so that the electron density on 
the oxide ion is averaged between the two influences. When a third 
component is present, e.g. iron in a calcium silicate phase, the ion (e.g. 
Fe2+ or Fe3+) occupies a cation site. The nature of its interaction with 
oxide ions bridging to adjacent Si tetrahedral sites or Ca sites in a 
calcium silicate cement phase will therefore be influenced by the 
average polarisation experienced by that oxide ion due to the 
combination of neighbouring Si4+, Ca2+ and the Fe ion itself. Bearing in 
mind that the ease of CT between ligand (O2-) and metal (Fen+) orbitals 
is influenced by the level of polarisation of the oxide ion’s electron 
density, it now becomes evident that the energy of CT must be variable 
depending on the combined influences of the Fen+ ion and the 
neighbouring Si4+ and Ca2+ cations. Not only does this observation 
offer a means of reconciling electronic spectra with structure and 
bonding related properties but it also offers a route to influencing 
energies of transition. The more polarised the electron density of the 
oxide ion, i.e. the more acidic the environment, the higher the energy 
required for CT. In the context of cement chemistry, there may be 
options to make the ‘cement’ components more acidic. This reduces  
χ*opt(O2-) in the co-ordination sphere of the iron  and raises the term 
[χ*opt(Fe3+ )-χ*opt(O2-)] in Eq. 4, shifting the CT transition into the UV 
region of the electromagnetic spectrum. 
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Fig. 5:   Effect of cation polarisability on the polarisation of electron density on an 
oxide ion



(a) 
(b) 

(c)

(d)

 
Fig. 6   Plot of optical electronegativity, χopt, 
versus optical basicity, Λ, for Cu2+ in the following 
glass environments: (a) Na2O-B2O3 (1:2), (b) 
Na2O-P2O5 (3:2), (c) Na2O-P2O5 (2:3), (d)AlF3-
CaF2-SrF2-MgF2-SrO-P2O5 (7:6:3:2:2:1). 

 3 Linking optical properties to composition 
 
As we have seen, the value of χopt for oxide is not fixed, but varies 
depending on its state of polarisation or basicity. This state can be 
expressed numerically as the optical basicity, which is defined with 
reference to crystalline calcium oxide having an optical basicity value, 
Λ, of unity. Originally, the optical basicity scale was arrived at using 
spectral shifts in the s-p (ultraviolet) spectra of large cations such as Tl+ 
or Pb2+ dissolved in silicate, borate, etc. glasses. The data indicated 
that the optical basicity of an oxidic material could be calculated from 
its chemical formula using the relationship: 
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where 

AMX , 
BMX … are the fractions of positive charge of each metal 

ion (used for neutralising all the oxides in the formula) and 
AMγ , 

AMγ  
…, called “basicity moderating parameters”, represent the polarising 
power of the metal ions. Examples of γ values are: Si4+, 2.10; Al3+, 
0.60; Ca2+, 1.00; Na+, 0.905, K+, 0.76. Thus, the optical basicity of 
Na2SiO3 is given by Λ = 0.333/0.905 + 0.667/2.10, i.e. 0.686. 
 
The exact relationship between optical basicity and optical 
electronegativity is not known. However, since the optical basicity of an 
oxidic material expresses the (average) degree of negative charge 
borne by the oxygen atoms (or ions), it is expected that χopt(oxide) 

should increase with 
increasing Λ. A limited 
quantity of data that is 
available for copper(II) 
compounds illustrates 
this trend (Fig. 6). As far 
as cements are 
concerned, it is safe to 
conclude that increasing 
the optical basicity of the 
hosting material will 
result in a red shift of the 
absorption band and 
vice-versa. The 
frequency maximum of 
the charge transfer band 
of Fe3+ occurs in the 
ultraviolet region, and 
the colour arising is 
owing to the edge of the 

absorption band encroaching at the violet end of the visible region. The 
eye usually senses this as a shade of yellow. A decrease in the 



frequency of maximum absorption, effected by increasing optical 
basicity of the hosting medium, therefore results in further 
encroachment into the visible region and an increase in the colouration. 
It follows that in order to minimise the colouring effect of Fe3+ it is 
necessary to encourage the Fe3+ into a medium with the lowest optical 
basicity. In compositional terms, incorporation of more acidic 
constituents, to more strongly polarise electron density on the oxide 
ion, may be expected to shift the absorption maximum further into the 
UV. 
 
4 Application to Model Systems 

 
4.1 Experimental programme 
 
A series of test cement clinkers were prepared from pure materials. 
Acidic oxides (P2O5 +5Pγ = 2.8 and SO3 +6Sγ = 2.8, compared with +4Siγ = 
2.1) were used as dopants in clinker preparations containing Fe2O3 as 
indicated below. Compositions as defined in Table 1 were mixed and 
water added to form a paste permitting the formation of nodules, which 
were then fired at 1450oC, under normal atmospheric conditions. Fired 
nodules were then ground to 400 m2/kg, and homogenised. 
 
Table 1. Constituent proportions for base clinker composition (g) 
 CaCO3 SiO2 Al2O3 
Mix 1 2026 405 0 
Mix 2 2493 456 73 

 
Table 2. Mix compositions (g) for spectroscopic study 

Sample Mix 1 Mix 2 Fe2O3 P2O5 CaSO4.
½H2O 

SiO2 CaCO3 

 1 55       
 2 54.8  0.2    0.06 
 3 54.8  0.2   4.8 0.06 
 4  54.8 0.2    0.06 
 5  54.8 0.2   4.3 0.06 
 6  54.7 0.2 0.15   0.06 
 7  54.7 0.2  0.2  0.06 

 
The fired products (Mixes 1 and 2; Table 1) were then blended as 
indicated in Table 2, using water to form pastes. These were then cast 
into small plastic tubes and allowed to harden over 24 hours. Cylinders 
were then cut into clinker tablets with a thickness of 15 mm, which 
were then fired at 1450oC in different oxygen atmospheres according to 
Table 3. 
 
After cooling/quenching, all samples were characterised for elemental 
composition by XRF and phase composition was calculated by Bogue 
(Table 4). C3S/C2S ratios were determined by SEM-backscattered 
electron imaging or by light microscopy. Iron lost by exsolution, if 
evident, was accounted for on the basis of EDS measurements on 



exsolved material. Selective dissolution by KOSH [6] and SAE (same 
procedure as described in [7] for the SAM method, but where methanol 
is replaced by ethanol) solutions of the clinkers was undertaken to 
enable comparison between elemental distributions in silicate and 
aluminate phases respectively. Diffuse reflectance spectra were 
obtained using a Minolta CM-3610d spectrophotometer (2º observer, 
C65 illuminant) at intervals of 10 nm  on samples ground to < 45 µm 
and converted to absorbance data by the following relationship, A = (1-
R(λ))2/2R(λ), where R(λ) is the fraction of light reflected at the 
wavelength in question relative to MgO. 
 
Table 3. Furnace atmosphere during firing of model clinkers 

 Oxygen content (%) in nitrogen 
Sample  0  0.5  3  20  

 1  +   
 x.1 +    
 x.2  +   
 x.3   +  
 x.4    + 
 x.5 +    
 x.6  +   
 x.7   +  
 x.8    + 

x refers to the sample number in Table 2; x.1-x.4 are rapidly cooled in a 
water bath (quenched); x.5-x.8 are slowly cooled in atmospheric air. 
 
 
4.2 Results and Discussion 
 
The Bogue phase contents of the high C2S and high C3S clinkers are 
shown in Table 4.  The reason for preparing both high and low C3S 
clinkers was that the distribution coefficients of iron between all 3 
phases (C3S, C2S and C3A) can be assumed to be the same in both 
samples burned and cooled under the same conditions. This can be 
used to give a unique solution for the absolute contents of iron in each 
phase. We have made no distinction here between Fe2+ and Fe3+. 
 
Table 4. Bogue composition of synthesised clinkers  
(a) high C2S 
(Sample 5) 

clinker Insoluble residue 
after removal of C3A 
(KOSH) 

Concentration of 
Fe2O3 in each 
phase 

C3S 22.1 20.0 0.41 
C2S 64.5 74.4 0.17 
C3A 9.6 1.9 1.30 
Free lime 2.1 2.1 0.41 
(b) high C3S 
(Samples 4, 6 
and 7) 

 

  
C3S 66.2 72.2 0.34 
C2S 16.8 18.4 0.14 
C3A 10.1 2.3 1.1 
Free lime 6.0 4.3 0 



 
The Bogue compositions of the insoluble residues (silicates + free 
lime), after removal of the C3A by the KOSH solution, are also shown in 
Table 4. Approximately 2% C3A remains, corresponding to the amount 
of alumina incorporated in the silicates. The mean P2O5 and SO3 
contents of the silicates were determined directly from the insoluble 
residues after KOSH treatment. Then, using the contents of SO3 and 
P2O5 in the original samples, the contents in the C3A phase (removed 
by KOSH) were obtained by subtraction. However, it should be noted 
that this latter step introduces a rather higher degree of uncertainty in 
the data. The target SO3 content in the samples was 0.2%, but clearly 
significant sulphur has volatilised, particularly at the lower oxygen 
pressures. 
 
Table 5. Mean P2O5 and SO3 contents of P2O5 and SO3-doped clinkers 

 Mean oxide content (%) in silicates 
(background) 

 Sample 6 P2O5 
(0.01) 

Sample 7 
SO3 

(0.02) 
Burned in air and cooled slowly in air 0.32 

(0.29) 
0.13 

(0.18) 
Burned in air and quenched at 1100ºC 0.28 

(0.25) 
0.12 

(0.13) 
Burned and cooled to 1100ºC at 3% O2 
then quenched  

0.01 
(0.24) 

0.13 
(0.11) 

Burned and cooled to 1100ºC at 0.5% O2 
then quenched 

0.31 
(0.28) 

0.07 
(0.07) 

Burned and cooled to 1100ºC at 0% O2  
(100% N2) then quenched 

0.28 
(0.25) 

0.05 
(0.09) 

 
 
The absorption spectra for these samples under the various burning 
and cooling conditions indicated are presented in Fig. 7. 
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Fig. 7a. Absorbance spectra for SAE insoluble residue (mainly C3A), samples 
burned and cooled in air. 



 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
It is apparent from these results that S6+ shifts the absorption towards 
the UV region for both the silicate and aluminate phases under the 
most oxidising condition where the samples were burned and cooled in 
air (fig. 7a and b). However, this effect was not apparent under more 
reducing condition (fig 7c). This is encouraging since the acidity of S6+ 
( +6Sγ = 2.8) would be considered to be strongly polarising of the oxide 
ion electron cloud and its effect on colour implies that the S6+ ion is 
located in the vicinity of the Fe3+-On- bond, particularly as the bulk 
sulphur concentration is rather low (Table 5). It is significant to note, 
however, that P5+, having the same acidity as S6+, was not as effective, 
at least in the silicate phases burned and cooled air, and consequently, 
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Fig. 7b. Absorbance spectra for KOSH insoluble residue (mainly C3S), samples 
burned and cooled in air. 
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Fig. 7c. Absorbance spectra for KOSH insoluble residue (mainly C3S), samples 
burned at 0% O2 and quenched in water. 



it may be inferred that P5+ is not accumulating in the vicinity of the Fe3+-
On- bond. 
 
Even though oxidation of Fe2+ to Fe3+ probably results from the 
oxygen-rich atmosphere, the dominant effect is the shift of the 
absorption maximum by the introduction of acidic components, as 
predicted, which apparently accumulate in the vicinity of the Fe3+ 

chromophore. It is noted also that under less oxidising conditions, 
reduced effect may be attributable to the lower sulphur contents but 
this requires further study. In any event, the oxidising conditions seem 
to be important and may stabilise the S (VI) oxidation state of sulphur.  
 
5. CONCLUSIONS 
A model based on electronic structures of oxide systems has been 
presented to explain colour effects in white Portland cements. The 
polarisability of electron density on oxide ions and in metal oxide bonds 
can be directly associated with light absorption such that composition 
can be modified to influence colour in oxidic materials (e.g. cements). 
To test the model, this preliminary study has shown that colour effects 
due to Fe3+ in white cement can be reduced by the introduction of 
acidic oxides. In this case, S6+, introduced as SO3, has shifted 
frequency of maximum absorption attributed to Fe3+, further into the UV 
region of the electromagnetic spectrum. Although P5+ exhibits similar 
acidity to S6+, it was unable to consistently reduce absorbance in the 
visible range of the spectrum. This study has therefore highlighted the 
importance of colour modifying oxides both in terms of their acidity and 
in terms of distribution relationships with chromophores in cement 
phases. To achieve colour reduction, S6+ appears to have located in 
the region of the Fe3+-On- bond, a situation not  evident in P-doped 
clinkers.  
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